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Abstract

Object And Defect Detection Using Image Processing

In Industrial development and production, quality imposition and main-
tenance are growing rapidly for the production of high quality final prod-
uct and accurate specifications. Testing team in the industry strive to
catch faults before the product is released but they always and they often
reappear, even with the best manual testing process. Automated testing
method is the best way to increase efficiency and analysis of our product
testing. Defect in object can be found with Quality Control of object using
Image Processing. It also shows the divergence for a fast evaluation of fault
detection. This means early detection of possible problems so that process
can be corrected in time, resulting in efficient quality control. Industries
that implement these automated testing techniques benefit for lower test-
ing time for product inspection. Sometimes, the defects in the components
are found after the delivery of the product to the respective customers,
even after effective manual testing. This leads to wastage of the product
and manufacturing cost or requires rechecking. This project will extract
the defective object or different types of object using tensorflow,open-cv on
raspberry pi 3. It will help in industries to be free from human error and
thus provide fault free product.Our object detection system, called Single
Shot MultiBox Detector. The SSD approach is based on a feed-forward con-
volutional network that produces a fixed-size collection of bounding boxes
and scores for the presence of object class instances in those boxes.

Keyword:

Computer vision, machine vision, single shot multibox detector, feed
forward convolution network, convolutional neural networks, tensorflow,
feature map, convolutional layers, bounding box, raspberry pi.
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Chapter 1

Introduction

There are numbers of method used in the modern industry depends on
the requirement of inspection. Different manufacturing process typically
needs a specially designed machine vision for high performance in the in-
spection process with least expenses on their inspection system. Internal
checking usually involves in food industry where it is required to see if the
food is packed correctly in place or position, the amount of food or contains
to fulfil the production requirement. Whereas, external inspection typically
involves the packaging and printing on a product if is there any damages or
printing error occur. Thus, many different criteria of an inspection process
have been discussed as in the follows.

High technology inspection systems are implemented in modern indus-
try and manufacturing process to replace with labour inspection that may
cause technical issues or error due to mankind physical constraints. Some
inspection typically need visual system which is similar to how human’s
eye observe.Computer vision refers in broad term to the capture and au-
tomation of image analysis, whereas machine vision refers to the use of
computer vision to factory automation. In the early century, manufactur-
ing process and plantations often use human eye or labours for inspection
of every product until lately both the computer and light sensory device
has been introduced to the public.

People then started to use computer and sensory device for image anal-
ysis and processing to try to imitate human inspection and replace labour
with computer vision system. This can avoid human errors and improve
the productivity of certain product, as it can be operate in 24 hours per
day with the source of electricity.
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Fig 1.1 A schematic diagram for machine parts defect detection

The object recognition in automated assembly industries is entirely dif-
ferent from general object recognition; moreover the ability of human to
distinguish between healthy and unhealthy object are good but it is a com-
plicated task for a machine. In general manual defect detection by human
inspectors are impractical with fast moving machine parts on conveyor in
addition it is expensive, subjective, inaccurate, eye straining and other
health issues to quality control inspectors. By considering these issues, a
computer vision based non-contact inspection technique is developed for de-
fect detection in industrial machine parts by image processing techniques.
The present study will help the industrial robot used in assembly pro-
cess and industrial inspection systems. The defect detection is performed
on machine parts at early stages of the assembly line to ensure product
quality. The schematic diagram for defect detection from machine parts is
shown in Figure1.1 . The 2D vision of machine parts which are moved along
the conveyor are captured and its boundary characteristics are analyzed to
match with its model shape. If there is any deviation in matching result
leads to notification of defect which in turn instructs the robot controller
to pick up the defective piece from the conveyor.

To inspect a certain object, a suitable algorithm is required to deter-
mine whether the sample inspected is good unit or defective unit. Once the
digital image is captured by the camera, the image will then undergo im-
age processing which includes object recognition and detection via Python
programming language. Besides, a computer vision library for image anal-
ysis and processing of an open-source computer vision library (OpenCV)
is needed to develop the algorithm for inspection process.

2

IR@AIKTC aiktcdspace.org

Service By KRRC (Central Library)



Object detection has always been the focus and challenge in the field
of computer vision,including the detection for small objects. To recognize
objects at various scales, the majority of previous detectors are based on
hand-crafted features.Those works are computationally expensive consid-
ering memory and inference time.With the arrival of deep convolutional
networks , the performance of object detection has been improved signif-
icantly. However, small object detection is still a challenging issue due to
relatively small area with less information in images.Images of objects from
a particular class are highly variable. One source of variation is the actual
imaging process. Changes in illumination, changes in camera position, all
produce significant variations in image appearance, even in a static scene.
The second source of variation is due to the intrinsic appearance variabil-
ity of objects within a class, even assuming no variation in the imaging
process. For example, people have different shapes and wear a variety of
clothes, while the handwritten digit 7 can be written with or without a line
through the middle, with different slants, stroke widths, etc.

1.1 Objective

In this project, we are working on the industrial inspection of the prod-
uct. The objective of this project is to scan frames and extract the features
of the object and score them.The predefine object is selected to remove
from conveyor belt.The project can also score the object and if the score
is below a set value than the object is removed.This will be implementing
by using Single Shot MultiBox Detector in Python using Tensorflow and
Open-CV.

1.2 Problem Statement

The core problem faced by machine recognizing is the frame per second
and precise detection of object. To achieve high frame per second and
precise value of object, system should have high computational system.
Thus, the cost is increase for the system. This limitation provided us an
impetus to build a cost effective, efficient and moderate speed processing
to scan an image/video without constant inspection.

1.3 Motivation

The basic motivation behind this project is that machine will automat-
ically operate the quality of the manufacturing product and eliminate the
human error. Object and defect detection can reduces human effort and
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provides efficiency.It is of interest as it may help humans to be aware of
product information and its quality. Object recognition and extraction is
the smart system can be used in industries.

1.4 Thesis Organization

The organization of this thesis is as follow:

Chapter 1: Introduction. This chapter describe the general introduction
for object detection use in industrial inspection along with thesis objective,
problem statement and motivation.

Chapter 2: Literature Review. This chapter gives review of the different
papers for object detection.

Chapter 3: Technical Details. This chapter gives the information object
detection and its type.This chapter also describe the single shot multibox
detector explanation,architecture and its base model VGG16 in detail.

Chapter 4: Proposed Methodology. This chapter covers the block dia-
gram, system flow diagram and requirements of the project which explain
the methodology algorithm and describe steps that are followed in the im-
plementation procedure.

Chapter 5: Results Discussion. This chapter discuss and explained obtain
experimental results for detection of object.

Chapter 6: Conclusion Future Scope. The recommendation and need of fu-
ture work for the improvement of efficiency and reliability of the developed
method is suggested.
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Chapter 2

Literature Review

2.1 Research on Daily Objects Detection Based

on Deep Neural Network

Author: Sheng Ding, Kun Zhao

This article mainly focus on a small daily items detection data set.
The data set is then trained on different object detection models and has
achieved good results in daily object detection. These well trained models
can be used in the mobile platform, Nao robot platform or other intelligent
devices, the daily items to achieve accurate detection. In the future, we
can get a better model by increasing the capacity of the data set, the
optimization of the model structure and the fine tuning of the parameters.

2.2 Deep Learning for Computer Vision: A

Brief Review

Author: Athanasios Voulodimos , Nikolaos Doulamis, Anastasios Doulamis
and Eftychios Protopapadakis

This review paper provides a brief overview of some of the most sig-
nificant deep learning schemes used in computer vision problems, that is,
Convolutional Neural Networks, Deep Boltzmann Machines and Deep Be-
lief Networks, and Stacked Denoising Autoencoders. A brief account of
their history, structure, advantages, and limitations is given, followed by a
description of their applications in various computer vision tasks, such as
object detection, face recognition, action and activity recognition, and hu-
man pose estimation. Finally, a brief overview is given of future directions
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in designing deep learning schemes for computer vision problems and the
challenges involved therein.

2.3 Review on Moving Object Detection in

Video

Author: Aqsa Khan , Mr. N. J. Janwe

This paper presents a review and systematic study on the moving ob-
ject detection and surveillancing of the video as they are important and
challenging task in many computer vision applications. Such as human
detection algorithm, vehicles detection, threat, security. Video surveillanc-
ing in a dynamic environment ,especially for human and vehicles and for
specific object in case of security is one of the current challenging research
topic in computer vision it is a key technology to fight against terrorism,
crime, public safety and for efficient management of accidents and crime
seen going on now a days. The paper also presents the concept of real
time implementation computing task in video surveillances system. In this
review paper various methods are discussed were evaluation of order to ac-
cess how well they can detect moving object in an outdoor/indoor section
in real time situation.

2.4 Machine parts recognition and defect de-

tection in automated assembly systems

using computer vision techniques

Author: P.Arjun , T.T.Mirnalinee

In this paper, a computationally efficient 2D computer vision based
approach to recognize the machine parts and detect damaged parts in au-
tomated assembly systems has been presented. The machine part defects
in the form of damage, cracks are identified by scanning the shape of the
object and a feature vector is generated from the shape. The shape descrip-
tor discussed is simple, compact, and fast one dimensional feature vector
which preserves the shape information using contour pixel coordinates of
the shape. The shape descriptor was generated by partitioning the shape
object into fixed number of equal part area segments with respect to cen-
troid using sector area approach. The feature vector is a 1D array consists
of distance between centroid to subsequent normalized contour points.
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Two kinds of tests were performed on the machine part images to confirm
the validity of the descriptor; namely RST invariance test and defect de-
tection test. The correlation coefficient metric was used for comparing the
images for recognition and detection of defects in machine part. From the
experiments, the centroid to normalized contour points distance shape de-
scriptor performs good for machine parts recognition and defect detection.
Future work will be focused on development and integration of multiple
features from equal area normalization descriptor to further strengthen it
in terms of accuracy and efficiency.

2.5 Quality checking and inspection based

on machine vision technique to deter-

mine tolerancevalue using single ceramic

cup

Author: Nursabillilah Mohd Alie , Mohd Safirin Karis , Gao-Jie Wong ,
Mohd Bazli Bahar , Marizan Sulaiman , Masrullizam Mat Ibrahim and
Amar Faiz Zainal Abidin

The development of an algorithm for inspection and quality checking
using machine vision was discussed in this paper. The design of the algo-
rithm is to detect the sign of defect when a sample of the product is used
for inspection purposes. It is also designed to track specific colour of prod-
uct and conduct the inspection process. Programming language of python
and open source computer vision library were used to design the inspection
algorithm based on the algorithm required to achieve the inspection task.
Illumination and surrounding environment were considered during the de-
sign as it may affect the quality of image acquisitioned by image sensor.
Experiment and set-up by using CMOS image sensor were conducted to
test the designed algorithm for effectiveness evaluation. The experimen-
tal results were obtained and are represented in graphical form for further
analysis purposes. Besides, analysis and discussion were made based on
the obtained results through the experiments. The designed algorithm is
able to perform the inspection by sample object detection and differentiate
between good and defect unit.
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2.6 Quality Control of PCB using Image Pro-

cessing

Author: Rasika R. Chavan, Swati A. Chavan, Gautami D. Dokhe,Mayuri
B. Wagh, Archana S.Vaidya

In this paper an automated testing system for Printed Circuit Board
(PCB) is used to get the technological advances in PCBs design and man-
ufacturing, eliminates particular aspects and then provides fast, quantita-
tive, and dimensional impositions. It reduces the testing time and manu-
facturing cost as human inspectors decisions are ineffective, slow and costly.
Thus in this area, digital image processing can be used mainly for the de-
tection of faulty parts or missing components. This system mainly deals
with analysis to detect faulty PCB. Digital camera is used in automated
visual inspection system that captures image of each sample PCB product.
The captured image is then provided to computer for further processing
which includes conversion in various forms such as Gray scale image and
binarized image. XOR operation is performed on these converted images
to obtain the required results. Contour Analysis is performed on these
results for classification. Missing components, polarities, circuit breaks,
missing tracks these types of faults are detected and classified accordingly.
This concept increases the speed and accuracy, eliminates human errors
which are frequent in quality testing and also overcomes the weakness in
the existing system. Hence the productivity can be increased by replacing
manual testing with the proposed concept.

2.7 SSD:Single Shot MultiBox Detector

Author: Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy,
Scott Reed, Cheng-Yang Fu, Alexander C. Berg

The paper present a method for detecting objects in images using a sin-
gle deep neural network. The approach of paper, named SSD, discretizes
the output space of bounding boxes into a set of default boxes over differ-
ent aspect ratios and scales per feature map location.At prediction time,the
network generates scores for the presence of each object category in each
default box and produces adjustments to the box to better match the object
shape.Additionally,the network combines predictions from multiple feature
maps with different resolutions to naturally handle objects of various sizes.
SSD is simple relative to methods that require object proposals because it
completely eliminates proposal generation and subsequent pixel or feature
re-sampling stages and encapsulates all computation in a single network.
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This makes SSD easy to train and straightforward to integrate into sys-
tems that require a detection component. Experimental results on the
PASCAL VOC, COCO, and ILSVRC datasets confirm that SSD has com-
petitive accuracy to methods that utilize an additional object proposal step
and is much faster,while providing a unified frame work for both training
and inference.For 300300 input,SSDa chieves 74.3%mAP1 on VOC 2007
test at 59 FPS on a Nvidia Titan X and for 512512 input, SSD achieves
76.9% mAP, outperforming a comparable state of the art Faster R-CNN
model.Compared to other single stage methods,SSD has much better ac-
curacy even with a smaller input image size.

2.8 Single Shot Multi-Box Detector with Multi

Task Convolutional Network for Carabao

Mango Detection and Classification us-

ing Tensorflow

Author: Ryan Joshua H. Liwag, Kevin Jeff T. Cepria, Anfernee S. Rapio,
Karlos Leo F. Castillo, Melvin K. Cabatuan, Edwin J. Calilung

The project on this paper scan the quality of the mangoes. As the input
of the system would be images of mangoes, convolutional neural networks
are the most appropriate deep learning system for this application. This
study would be using Visual Geometry Group 16 deep convolutional model
due to its lower overhead delay compared to other models. The algorithm
was then retrained and refined using transfer learning so that it could be
used to classify images of mangoes into three ripeness categories, unripe,
partially ripe, and ripe, on a Raspberry Pi 3-controlled hardware system
for portability and mobility. After obtaining an accuracy that is less than
ideal for the industry, the neural network was adjusted by decreasing its
learning rate and adding a drop out layer within the network. The new
accuracy achieved by the system was at 98.32%. The neural network was
also installed on a laptop for increased computing power and to show the
versatility of the system with regards to hardware. This research therefore
shows the potential of using technology in supporting the advancement of
the agriculture industry.
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Chapter 3

Technical Details

3.1 Object Detection

Object detection is one of the areas of computer vision that is maturing
very rapidly because of deep learning.Every year, new algorithms/models
keep on outperforming the previous ones.There is a lots of pre-trained mod-
els for object detection (YOLO, RCNN, Fast RCNN, Mask RCNN,Single
Shot Multibox Detection etc.).CNNs are the basic building blocks for most
of the computer vision tasks in deep learning era.Localization and Object
detection are two of the core tasks in Computer Vision, as they are applied
in many real-world applications such as Autonomous vehicles and Robotics.

• Classification/Recognition: Given an image with an object, find out
what that object is. In other words, classify it in a class from a set
of predefined categories.

• Localization: Find where the object is and draw a bounding box
around it.

• Object detection: Classify and detect all objects in the image. Assign
a class to each object and draw a bounding box around it.

• Semantic Segmentation: Classify every pixel in the image to a class
according to its context, so that each pixel is assigned to an object.

• Instance Segmentation: Classify every pixel in the image to a class
so that each pixel is assigned to a different instance of an object.

Object detection is the problem of finding and classifying a variable
number of objects on an image. The important difference is the “variable”
part. In contrast with problems like classification, the output of object
detection is variable in length, since the number of objects detected may
change from image to image. One of the first advances in using deep
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learning for object detection was OverFeat from NYU published in 2013.
They proposed a multi-scale sliding window algorithm using Convolutional
Neural Networks (CNNs).

3.1.1 R-CNN

Quickly after OverFeat, Regions with CNN features or R-CNN from
Ross Girshick, et al. at the UC Berkeley was published which boasted an
almost 50% improvement on the object detection challenge. What they
proposed was a three stage approach:

• Extract possible objects using a region proposal method (the most
popular one being Selective Search).

• Extract features from each region using a CNN.

• Classify each region with SVMs.

Fig 3.1.1 R-CNN Architecture

While it achieved great results, the training had lots of problems. To
train it you first had to generate proposals for the training dataset, apply
the CNN feature extraction to every single one (which usually takes over
200GB for the Pascal 2012 train dataset) and then finally train the SVM
classifiers.

3.1.2 Fast R-CNN

This approach quickly evolved into a purer deep learning one, when a
year later Ross Girshick (now at Microsoft Research) published Fast R-
CNN. Similar to R-CNN, it used Selective Search to generate object pro-
posals, but instead of extracting all of them independently and using SVM
classifiers, it applied the CNN on the complete image and then used both
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Region of Interest (RoI) Pooling on the feature map with a final feed for-
ward network for classification and regression. Not only was this approach
faster, but having the RoI Pooling layer and the fully connected layers al-
lowed the model to be end-to-end differentiable and easier to train. The
biggest downside was that the model still relied on Selective Search (or any
other region proposal algorithm), which became the bottleneck when using
it for inference.

Fig 3.1.2.1 Fast R-CNN architecture

Shortly after that, You Only Look Once: Unified, Real-Time Object
Detection (YOLO) paper published by Joseph Redmon (with Girshick ap-
pearing as one of the co-authors). YOLO proposed a simple convolutional
neural network approach which has both great results and high speed, al-
lowing for the first time real time object detection.

Fig 3.1.2.2 Fast R-CNN Detection Example

3.1.3 Faster R-CNN

Subsequently, Faster R-CNN authored by Shaoqing Ren (also co-authored
by Girshick, now at Facebook Research), the third iteration of the R-CNN
series. Faster R-CNN added what they called a Region Proposal Network
(RPN), in an attempt to get rid of the Selective Search algorithm and
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make the model completely trainable end-to-end. We won’t go into details
on what the RPNs does, but in abstract it has the task to output objects
based on an “objectness” score. These objects are used by the RoI Pooling
and fully connected layers for classification.

Fig 3.1.3 Faster R-CNN architecture

3.1.4 SSD and R-FCN

Finally, there are two notable papers, Single Shot Detector (SSD) which
takes on YOLO by using multiple sized convolutional feature maps achiev-
ing better results and speed, and Region-based Fully Convolutional Net-
works (R-FCN) which takes the architecture of Faster R-CNN but with
only convolutional networks.In our project we are using SSD model.
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3.2 Single Shot Detector

The SSD approach is based on a feed-forward convolutional network that
produces a fixed-size collection of bounding boxes and scores for the pres-
ence of object class instances in those boxes, followed by a non-maximum
suppression step to produce the final detections. The early network layers
are based on a standard architecture used for high quality image classifi-
cation (truncated before any classification layers), which we will call the
base network. We then add auxiliary structure to the network to produce
detections with the following key features: Multi-scale feature maps for de-
tection We add convolutional feature layers to the end of the truncated base
network. These layers decrease in size progressively and allow predictions
of detections at multiple scales. The convolutional model for predicting
detections is different for each feature layer (cf Overfeat and YOLO that
operate on a single scale feature map). Convolutional predictors for detec-
tion Each added feature layer(or optionally an existing feature layer from
the base network) can produce a fixed set of detection predictions using a
set of convolutional filters.These are indicated on top of the SSD network
architecture in Fig. 3.2.1. For a feature layer of size mn with p channels,
the basic element for predicting parameters of a potential detection is a 3
3 p small kernel that produces either a score for a category, or a shape
offset relative to the default box coordinates. At each of the mn locations
where the kernel is applied, it produces an output value. The bounding box
offset output values are measured relative to a default box position relative
to each feature map location (cf the architecture of YOLO that uses an
intermediate fully connected layer instead of a convolutional filter for this
step). Default boxes and aspect ratios We associate a set of default bound-
ing boxes with each feature map cell, for multiple feature maps at the top
of the network. The default boxes tile the feature map in a convolutional
manner, so that the position of each box relative to its corresponding cell is
fixed. At each feature map cell,we predict the offsets relative to the default
box shapes in the cell,as well as the per-class scores that indicate the pres-
ence of a class instance in each of those boxes.Specifically,for each box out
of k at a given location,we compute c class scores and the 4 offsets relative
to the original default box shape. This results in a total of (c + 4)k filters
that are applied around each location in the feature map, yielding (c +
4)kmn outputs for a mn feature map. For an illustration of default boxes,
please refer to Fig. 1. Our default boxes are similar to the anchor boxes
used in Faster R-CNN , however we apply them to several feature maps
of different resolutions. Allowing different default box shapes in several
feature maps let us efficiently discretize the space of possible output box
shapes.
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Fig 3.2.1 Single Shot MultiBox Detector architecture

A comparison between two single shot detection models: SSD and
YOLO . Our SSD model adds several feature layers to the end of a base
network, which predict the offsets to default boxes of different scales and
aspect ratios and their associated confidences. SSD with a 300300 input
size significantly outperforms its 448448 YOLO counterpart in accuracy on
VOC2007 test while also improving the speed.By using SSD, we only need
to take one single shot to detect multiple objects within the image, while
regional proposal network (RPN) based approaches such as R-CNN series
that need two shots, one for generating region proposals, one for detect-
ing the object of each proposal. Thus, SSD is much faster compared with
two-shot RPN-based approaches.

The key difference between training SSD and training a typical detector
that uses region proposals, is that ground truth information needs to be as-
signed to specific outputs in the fixed set of detector outputs. Some version
of this is also required for training in YOLO and for the region proposal
stage of Faster R-CNN and MultiBox.Once this assignment is determined,
the loss function and back propagation are applied end to-end.Training also
involves choosing the set of default boxes and scales for detection as well
as the hard negative mining and data augmentation strategies.

Matching strategy During training we need to determine which default
boxes correspond to a ground truth detection and train the network ac-
cordingly. For each ground truth box we are selecting from default boxes
that vary over location, aspect ratio, and scale. We begin by matching each
ground truth box to the default box with the best jaccard overlap (as in
MultiBox). Unlike MultiBox, we then match default boxes to any ground
truth with jaccard overlap higher than a threshold (0.5). This simplifies the
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learning problem, allowing the network to predict high scores for multiple
overlapping default boxes rather than requiring it to pick only the one with
maximum overlap.

Fig 3.2.2 Generating of Feature map

SSD only needs an input image and ground truth boxes for each object
during training. In a convolutional fashion, we evaluate a small set (e.g.
4) of default boxes of different aspect ratios at each location in several
feature maps with different scales (e.g. 88 and 44 in (b) and (c)). For each
default box, we predict both the shape offsets and the confidences for all
object categories ((c1,c2,··· ,cp)). At training time, we first match these
default boxes to the ground truth boxes. For example, we have matched
two default boxes with the cat and one with the dog, which are treated
as positives and the rest as negatives. The model loss is a weighted sum
between localization loss

Choosing scales and aspect ratios for default boxes to handle differ-
ent object scales, some methods suggest processing the image at differ-
ent sizes and combining the results afterwards.However,by utilizing feature
maps from several different layers in a single net work for prediction we
can mimic the same effect,while also sharing parameters across all object
scales.Previous works have shown that using feature maps from the lower
layers can improve semantic segmentation quality because the lower layers
capture more fine details of the input objects.Similarly,showed that adding
global context pooled from a feature map can help smooth the segmentation
results.

Motivated by these methods, we use both the lower and upper fea-
ture maps for detection.Figure shows two exemplar feature maps(88 and
44)which are used in the framework. In practice, we can use many more
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with small computational overhead. Feature maps from different levels
within a network are known to have different (empirical) receptive field
sizes. Fortunately, within the SSD framework, the default boxes do not
necessary need to correspond to the actual receptive fields of each layer.
We design the tiling of default boxes so that specific feature maps learn to
be responsive to particular scales of the objects.

Hard negative mining After the matching step, most of the default boxes
are negatives, especially when the number of possible default boxes is large.
This introduces a significant imbalance between the positive and negative
training examples. Instead of using all the negative examples,we sort them
using the highest confidence loss for each default box and pick the top ones
so that the ratio between the negatives and positives is at most 3:1. We
found that this leads to faster optimization and a more stable training.

Data augmentation To make the model more robust to various input
object sizes and shapes, each training image is randomly sampled by one
of the following options:

• Use the entire original input image.

• Sample a patch so that the minimum jaccard overlap with the objects
is 0.1, 0.3, 0.5, 0.7, or 0.9.

• Randomly sample a patch.

The size of each sampled patch is[0.1,1]of the original image size,and
the aspect ratio is between 1 and 2.We keep the over lapped part of the
ground truth box if the center of it is in the sampled patch. After the
aforementioned sampling step, each sampled patch is resized to fixed size
and is horizontally flipped with probability of 0.5, in addition to applying
some photo-metric distortions.

Multiple output layers at different resolutions is better. A major contri-
bution of SSD is using default boxes of different scales on different output
layers. To measure the advantage gained, we progressively remove layers
and compare results. For a fair comparison, every time we remove a layer,
we adjust the default box tiling to keep the total number of boxes similar
to the original (8732). This is done by stacking more scales of boxes on
remaining layers and adjusting scales of boxes if needed. We do not ex-
haustively optimize the tiling for each setting. Table 3 shows a decrease
in accuracy with fewer layers, dropping monotonically from 74.3 to 62.4.
When we stack boxes of multiple scales on a layer, many are on the image
boundary and need to be handled carefully. We tried the strategy used
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in Faster R-CNN, ignoring boxes which are on the boundary. We observe
some interesting trends. For example, it hurts the performance by a large
margin if we use very coarse feature maps (e.g. conv11 2 (1 1) or conv10
2 (33)). The reason might be that we do not have enough large boxes to
cover large objects after the pruning. When we use primarily finer res-
olution maps, the performance starts increasing again because even after
pruning a sufficient number of large boxes remains. If we only use conv7
for prediction, the performance is the worst, reinforcing the message that it
is critical to spread boxes of different scales over different layers. Besides,
since our predictions do not rely on ROI pooling as in , we do not have
the collapsing bins problem in low-resolution feature maps . The SSD ar-
chitecture combines predictions from feature maps of various resolutions to
achieve comparable accuracy to Faster R-CNN, while using lower resolution
input images.

3.2.1 VGG16

VGG16 is a convolutional neural network model proposed by K. Si-
monyan and A. Zisserman from the University of Oxford in the paper
“Very Deep Convolutional Networks for Large-Scale Image Recognition”.
The model achieves 92.7% top-5 test accuracy in ImageNet, which is a
dataset of over 14 million images belonging to 1000 classes. It was one of

Fig 3.2.1.1 VGG16 architecture
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the famous model submitted to ILSVRC-2014. It makes the improvement
over AlexNet by replacing large kernel-sized filters (11 and 5 in the first
and second convolutional layer, respectively) with multiple 33 kernel-sized
filters one after another.The architecture depicted below is VGG16.

The input to cov1 layer is of fixed size 224 x 224 RGB image. The
image is passed through a stack of convolutional (conv.) layers, where the
filters were used with a very small receptive field: 33 (which is the smallest
size to capture the notion of left/right, up/down, center). In one of the
configurations, it also utilizes 11 convolution filters, which can be seen as
a linear transformation of the input channels (followed by non-linearity).
The convolution stride is fixed to 1 pixel; the spatial padding of conv. layer
input is such that the spatial resolution is preserved after convolution, i.e.
the padding is 1-pixel for 33 conv. layers. Spatial pooling is carried out by
five max-pooling layers, which follow some of the conv. layers (not all the
conv. layers are followed by max-pooling). Max-pooling is performed over
a 22 pixel window, with stride 2. Three Fully-Connected (FC) layers fol-
low a stack of convolutional layers (which has a different depth in different
architectures): the first two have 4096 channels each, the third performs
1000-way ILSVRC classification and thus contains 1000 channels (one for
each class). The final layer is the soft-max layer. The configuration of
the fully connected layers is the same in all networks. All hidden layers
are equipped with the rectification (ReLU) non-linearity. It is also noted
that none of the networks (except for one) contain Local Response Nor-
malisation (LRN), such normalization does not improve the performance
on the ILSVRC dataset, but leads to increased memory consumption and
computation time.

3.2.2 MultiBox

The bounding box regression technique of SSD is inspired by Szegedy’s
work on MultiBox, a method for fast class-agnostic bounding box coordi-
nate proposals. Interestingly, in the work done on MultiBox an Inception-
style convolutional network is used. The 1x1 convolutions that you see
below help in dimensionality reduction since the number of dimensions will
go down (but “width” and “height” will remain the same).

MultiBox’s loss function also combined two critical components that
made their way into SSD:
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Fig 3.2.2.1 Architecture of multi-scale convolutional prediction of
the location and confidences of multibox

Data augmentation To make the model more robust to various input
object sizes and shapes, each training image is randomly sampled by one
of the following options:

• Confidence Loss: this measures how confident the network is of the
objectness of the computed bounding box. Categorical cross-entropy
is used to compute this loss.

• Location Loss: this measures how far away the network’s predicted
bounding boxes are from the ground truth ones from the training set.
L2-Norm is used here.

Without delving too deep into the math (read the paper if you are curi-
ous and want a more rigorous notation), the expression for the loss, which
measures how far off our prediction “landed”, is thus: multiboxloss = con-
fidenceloss + alpha * locationloss The alpha term helps us in balancing
the contribution of the location loss. As usual in deep learning, the goal is
to find the parameter values that most optimally reduce the loss function,
thereby bringing our predictions closer to the ground truth.

1. MultiBox Priors And IoU

The logic revolving around the bounding box generation is actually more
complex than what I earlier stated. But fear not: it is still within reach.
In MultiBox, the researchers created what we call priors (or anchors in
Faster-R-CNN terminology), which are pre-computed, fixed size bound-
ing boxes that closely match the distribution of the original ground truth
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boxes. In fact those priors are selected in such a way that their Intersection
over Union ratio (aka IoU, and sometimes referred to as Jaccard index) is
greater than 0.5. As you can infer from the image below, an IoU of 0.5 is

Fig 3.2.2.2 IOU

still not good enough but it does however provide a strong starting point
for the bounding box regression algorithm, it is a much better strategy
than starting the predictions with random coordinates. Therefore MultiBox
starts with the priors as predictions and attempt to regress closer to the
ground truth bounding boxes.
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The resulting architecture (check MultiBox architecture diagram above
again for reference) contains 11 priors per feature map cell (8x8, 6x6, 4x4,
3x3, 2x2) and only one on the 1x1 feature map, resulting in a total of
1420 priors per image, thus enabling robust coverage of input images at
multiple scales, to detect objects of various sizes. At the end, MultiBox
only retains the top K predictions that have minimised both location (LOC)
and confidence (CONF) losses.

2. Feature Maps

Features maps (i.e. the results of the convolutional blocks) are a repre-
sentation of the dominant features of the image at different scales, therefore
running MultiBox on multiple feature maps increases the likelihood of any
object (large and small) to be eventually detected, localized and appropri-
ately classified. The image below shows how the network “sees” a given
image across its feature maps:

Fig 3.2.2.3 IOU

3. Hard Negative Mining

During training, as most of the bounding boxes will have low IoU and
therefore be interpreted as negative training examples, we may end up
with a disproportionate amount of negative examples in our training set.
Therefore, instead of using all negative predictions, it is advised to keep a
ratio of negative to positive examples of around 3:1. The reason why you
need to keep negative samples is because the network also needs to learn
and be explicitly told what constitutes an incorrect detection.
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Fig 3.2.2.4 Hard Negative Mining

4. Non-Maximum Suppression (NMS)

Given the large number of boxes generated during a forward pass of SSD
at inference time , it is essential to prune most of the bounding box by
applying a technique known as non-maximum suppression: boxes with a

Fig 3.2.2.5 NMS

confidence loss threshold less than ct (e.g. 0.01) and IoU less than lt (e.g.
0.45) are discarded, and only the top N predictions are kept. This ensures
only the most likely predictions are retained by the network, while the more
noisier ones are removed.
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Chapter 4

Proposed Methodology

4.1 Block Diagram

Fig 4.1 Block Diagram

• On the above block diagram, when a conveyor belt start rotating the
object the camera start capturing the frame.

• Once the frame is captured,RaspberryPi start processing the frame
using Tensorflow and Open-CV.

• Object is detected and localize using box on the frame.

• After the localization the object is classified using Single Shot Multi-
Box model.

• Once the object is identified, the program will extract the predefine
object from conveyor belt.
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• Thus, quality of the object in an organization is verified and unwanted
object is extracted from the system.

4.2 System Flow Diagram

Fig 4.2 System Flow Diagram

• When program is initiated object start moving on a conveyor belt.

• Pi camera start capturing the frame.

• When Card is capture by the camera in the frame,localizing of the
card is done.
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• Features of the card is extracted using VGG-16 layer.

• Object is detect using pre trained SDD model for playing card detec-
tion by filtering from number of convolution layer.

• Some card is disallowed and predefine in program.

• If the card wanted to extract from conveyor belt it is predefine in
program.

• We can also set prediction percentage threshold value to remove the
lower predicted cards from the conveyor belt.

• If unwanted card is detected the servo motor is activated and pusher
mechanism will push the card from the conveyor belt.

4.3 Project Requirements

4.3.1 Software Requirements

1. Tensorflow

TensorFlow is an open source software library for high performance nu-
merical computation. Its flexible architecture allows easy deployment of
computation across a variety of platforms (CPUs, GPUs, TPUs), and from
desktops to clusters of servers to mobile and edge devices. Originally de-
veloped by researchers and engineers from the Google Brain team within
Google’s AI organization, it comes with strong support for machine learn-
ing and deep learning and the flexible numerical computation core is used
across many other scientific domains.

2. Anaconda environment with python 3.6

Anaconda is a free and open source distribution of the Python and R
programming languages for data science and machine learning related ap-
plications (large-scale data processing, predictive analytics, scientific com-
puting), that aims to simplify package management and deployment. Pack-
age versions are managed by the package management systemconda. The
Anaconda distribution is used by over 6 million users, and it includes more
than 250 popular data science packages suitable for Windows, Linux, and
MacOS.
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3. LabelImg

LabelImg is a graphical image annotation tool.It is written in Python
and uses Qt for its graphical interface.Annotations are saved as XML files in
PASCAL VOC format, the format used by ImageNet. LabelImg is a great
tool for labelling images. LabelImg saves a .xml file containing the label
data for each image. These .xml files will be used to generate TFRecords,
which are one of the inputs to the TensorFlow trainer.

4. Python Libraries

• Jupyter

The Jupyter Notebook is an open-source web application that allows
you to create and share documents that contain live code, equations, vi-
sualizations and narrative text. Uses include: data cleaning and trans-
formation, numerical simulation, statistical modeling, data visualization,
machine learning, and much more.

• Lxml

Python lxml is an easy to use and feature rich library to process and
parse XML and HTML documents. lxml is really nice API as it provides
literally everything to process these 2 types of data. The two main points
which make lxml stand out are: Ease of use: It has very easy syntax than
any other library present. Performance: Processing even large XML files
takes very less time.

• Matplotlib

Matplotlib is a Python 2D plotting library which produces publication
quality figures in a variety of hardcopy formats and interactive environ-
ments across platforms. Matplotlib can be used in Python scripts, the
Python and IPython shells, the Jupyter notebook, web application servers,
and four graphical user interface toolkits. Matplotlib tries to make easy
things easy and hard things possible. You can generate plots, histograms,
power spectra, bar charts, errorcharts, scatterplots, etc., with just a few
lines of code.
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• Pandas

Pandas is a software library written for the Python programming lan-
guage for data manipulation and analysis. In particular, it offers data
structures and operations for manipulating numerical tables and time se-
ries. It is free software released under the three-clause BSD license. The
name is derived from the term ”panel data”, an econometrics term for data
sets that include observations over multiple time periods for the same in-
dividuals.

• Pillow

Python Imaging Library is a free library for the Python programming
language that adds support for opening, manipulating, and saving many
different image file formats. It is available for Windows, Mac OS X and
Linux.

• Open-cv

OpenCV is a library of programming functions mainly aimed at real-
time computer vision. OpenCV supports the deep learning frameworks
TensorFlow, Torch/PyTorch and Caffe.
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4.3.2 Hardware Requirements

1. Raspberry Pi 3 Model B+

Fig 4.1 Raspberry Pi

Specifications:

• Broadcom BCM2837B0, Cortex-A53 (ARMv8) 64-bit SoC @ 1.4GHz

• 1GB LPDDR2 SDRAM

• 2.4GHz and 5GHz IEEE 802.11.b/g/n/ac wireless LAN,

• Bluetooth 4.2, BLE

• Gigabit Ethernet over USB 2.0 (maximum throughput 300 Mbps)

• Extended 40-pin GPIO header

• Full-size HDMI

• 4 USB 2.0 ports

• CSI camera port for connecting a Raspberry Pi camera

• DSI display port for connecting a Raspberry Pi touchscreen display

• 4-pole stereo output and composite video port
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• Micro SD port for loading your operating system and storing data

• 5V/2.5A DC power input

• Power-over-Ethernet (PoE) support (requires separate PoE HAT)

2. Pi Camera

Fig 4.2 Pi Camera Module

The Raspberry Pi Camera Board plugs directly into the CSI connector
on the Raspberry Pi. It’s able to deliver a crystal clear 5MP resolution
image, or 1080p HD video recording at 30fps. Custom designed and man-
ufactured by the Raspberry Pi Foundation in the UK, the Raspberry Pi
Camera Board features a 5MP (2592x1944 pixels) Omnivision 5647 sensor
in a fixed focus module. The module attaches to Raspberry Pi, by way
of a 15 Pin Ribbon Cable, to the dedicated 15-pin MIPI Camera Serial
Interface (CSI), which was designed especially for interfacing to cameras.
The CSI bus is capable of extremely high data rates, and it exclusively
carries pixel data to the BCM2835 processor. The board itself is tiny, at
around 25mm x 20mm x 9mm, and weighs just over 3g, making it perfect
for mobile or other applications where size and weight are important. The
sensor itself has a native resolution of 5 megapixel, and has a fixed focus
lens onboard. In terms of still images, the camera is capable of 2592 x 1944
pixel static images, and also supports 1080p @ 30fps, 720p @ 60fps and
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640x480p 60/90 video recording. The camera is supported in the latest
version of Raspbian, the Raspberry Pi’s preferred operating system. The
Raspberry Pi Camera Board Features:

• 5MP Omnivision 5647 Camera Module

• Still Picture Resolution: 2592 x 1944

• Video: Supports 1080p @ 30fps, 720p @ 60fps and 640x480p 60/90
Recording

• 15-pin MIPI Camera Serial Interface - Plugs Directly into the Rasp-
berry Pi Board

• Size: 20 x 25 x 9mm

• Weight 3g

3. Conveyor belt

Fig 4.3 Conveyor Belt

A conveyor belt is the carrying medium of a belt conveyor system (often
shortened to belt conveyor). A belt conveyor system is one of many types of
conveyor systems. A belt conveyor system consists of two or more pulleys
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(sometimes referred to as drums), with an endless loop of carrying medium
the conveyor belt that rotates about them. One or both of the pulleys are
powered, moving the belt and the material on the belt forward. The pow-
ered pulley is called the drive pulley while the unpowered pulley is called
the idler pulley. There are two main industrial classes of belt conveyors;
Those in general material handling such as those moving boxes along inside
a factory and bulk material handling such as those used to transport large
volumes of resources and agricultural materials, such as grain, salt, coal,
ore, sand, overburden and more.
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Chapter 5

Results & Discussion

5.1 Implementation

Training of specific model is divided into following steps:
1. Installing TensorFlow
2. Setting up the Object Detection directory structure and Anaconda Vir-
tual Environment
3. Gathering and labeling pictures
4. Generating training data
5. Creating a label map and configuring training
6. Training
7. Exporting the inference graph

1. TensorFlow-GPU allows your PC to use the video card to provide
extra processing power while training.Using TensorFlow-GPU instead of
regular TensorFlow reduces training time by a factor of about 8 (3 hours to
train instead of 24 hours).TensorFlow is Google Brain’s second-generation
system. Version 1.0.0 was released on February 11, 2017.While the refer-
ence implementation runs on single devices, TensorFlow can run on multiple
CPUs and GPUs (with optional CUDA and SYCL extensions for general-
purpose computing on graphics processing units).TensorFlow is available on
64-bit Linux, macOS, Windows, and mobile computing platforms including
Android and iOS. Its flexible architecture allows for the easy deployment
of computation across a variety of platforms (CPUs, GPUs, TPUs), and
from desktops to clusters of servers to mobile and edge devices. Tensor-
Flow computations are expressed as stateful dataflow graphs. The name
TensorFlow derives from the operations that such neural networks perform
on multidimensional data arrays, which are referred to as tensors. Dur-
ing the Google I/O Conference in June 2016, Jeff Dean stated that 1,500
repositories on GitHub mentioned TensorFlow, of which only 5 were from
Google.

33

IR@AIKTC aiktcdspace.org

Service By KRRC (Central Library)



2. The TensorFlow Object Detection API requires using the specific di-
rectory structure provided in its GitHub repository. It also requires several
additional Python packages, specific additions to the PATH and PYTHON-
PATH variables, and a few extra setup commands to get everything set up
to run or train an object detection model.

TensorFlow provides several object detection models (pre-trained clas-
sifiers with specific neural network architectures) in its model zoo. Some
models (such as the SSD-MobileNet model) have an architecture that allows
for faster detection but with less accuracy, while some models (such as the
Faster-RCNN model) give slower detection but with more accuracy.You can
choose which model to train your objection detection classifier on. If you are
planning on using the object detector on a device with low computational
power (such as a smart phone or Raspberry Pi), use the SDD-MobileNet
model. If you will be running your detector on a decently powered laptop
or desktop PC, use one of the RCNN models.

Fig 5.1 Comparison between faster r-cnn and single shot multibox detector

Set up new Anaconda virtual environment

Next, we’ll work on setting up a virtual environment in Anaconda for
tensorflow.

In the command terminal that pops up, create a new virtual environ-
ment called “tensorflow1” by issuing the following command:

C: conda create -n tensorflow1 pip python=3.5 Then, activate the en-
vironment by issuing:
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C: activate tensorflow1 Install tensorflow-gpu in this environment by
issuing: (tensorflow1) C: pip install –ignore-installed –upgrade tensorflow-
gpu

Install the other necessary packages by issuing the following commands:
(tensorflow1) C: conda install -c anaconda protobuf
(tensorflow1) C: pip install pillow
(tensorflow1) C: pip install lxml
(tensorflow1) C: pip install Cython
(tensorflow1) C: pip install jupyter
(tensorflow1) C: pip install matplotlib
(tensorflow1) C: pip install pandas
(tensorflow1) C: pip install opencv-python
A PYTHONPATH variable must be created that points to the /mod-

els, /models/research, and /models/research/slim directories. Do this by
issuing the following commands (from any directory):

(tensorflow1) C: set PYTHONPATH=C:/tensorflow1/models;
C:/tensorflow1/models/research;C:/tensorflow1/models/research/slim

Next, compile the Protobuf files, which are used by TensorFlow to con-
figure model and training parameters. Unfortunately, the short protoc
compilation command posted on TensorFlow’s Object Detection API in-
stallation page does not work on Windows. Every .proto file in the /object-
detection/protos directory must be called out individually by the command.

3. Gather and Label Picture
TensorFlow needs hundreds of images of an object to train a good detec-

tion classifier. To train a robust classifier, the training images should have
random objects in the image along with the desired objects, and should
have a variety of backgrounds and lighting conditions. There should be
some images where the desired object is partially obscured, overlapped
with something else, or only halfway in the picture. For my Pinochle Card
Detection classifier, I have six different objects I want to detect (the card
ranks nine, ten, jack, queen, king, and ace – I am not trying to detect suit,
just rank). I used my iPhone to take about 40 pictures of each card on its
own, with various other non-desired objects in the pictures. Then, I took
about another 100 pictures with multiple cards in the picture. I know I
want to be able to detect the cards when they’re overlapping, so I made
sure to have the cards be overlapped in many images.
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Fig 5.2 Sample Images

You can use your phone to take pictures of the objects or download
images of the objects from Google Image Search. I recommend having
at least 200 pictures overall.Make sure the images aren’t too large. They
should be less than 200KB each, and their resolution shouldn’t be more
than 720x1280. The larger the images are, the longer it will take to train
the classifier.

After you have all the pictures you need, move 20 percentage for testing
and 80 percentage for training. Make sure there are a variety of pictures
in both the test and train directories.

LabelImg is a great tool for labeling images.Download and install Labe-
lImg and then draw a box around each object in each image. Repeat the
process for all the images.
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Fig 5.3 Labelling sample image

LabelImg saves a .xml file containing the label data for each image.
These .xml files will be used to generate TFRecords, which are one of the
inputs to the TensorFlow trainer. Once you have labeled and saved each
image, there will be one .xml file for each image in the /test and /train
directories.With the images labeled, it’s time to generate the TFRecords
that serve as input data to the TensorFlow training model. First, the image
.xml data will be used to create .csv files containing all the data for the
train and test images.Than generate the TFRecord files for test and train
images.

5. Create Label Map and Configure Training The label map tells the
trainer what each object is by defining a mapping of class names to class ID
numbers. Finally, the object detection training pipeline must be configured.
It defines which model and what parameters will be used for training. This
is the last step before running training.

6. Run the Training Each step of training reports the loss. It will start
high and get lower and lower as training progresses. For my training on
the Faster-RCNN-Inception-V2 model, it started at about 3.0 and quickly
dropped below 0.8. I recommend allowing your model to train until the
loss consistently drops below 0.05, which will take about 40,000 steps, or
about 2 hours (depending on how powerful your CPU and GPU are). Note:
The loss numbers will be different if a different model is used. MobileNet-
SSD starts with a loss of about 20, and should be trained until the loss is
consistently under 2.
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Fig 5.4 Training of model

The training routine periodically saves checkpoints about every five
minutes. You can terminate the training by pressing Ctrl+C while in the
command prompt window. I typically wait until just after a checkpoint has
been saved to terminate the training. You can terminate training and start
it later, and it will restart from the last saved checkpoint. The checkpoint
at the highest number of steps will be used to generate the frozen inference
graph.

7. Export Inference Graph Now that training is complete, the last step
is to generate the frozen inference graph (.pb file). From the /objectdetec-
tion folder, issue the following command, where “XXXX” in “model.ckpt-
XXXX” should be replaced with the highest-numbered .ckpt file.The .pb
file contains the object detection classifier.

In raspberry Pi 3 we have implemented object detection of model ssdlite
mobilenet v2 coco using tensorflow, OpenCv and Protobuf. Pi camera is
used as camera model.Running of object detection on raspberry pi is di-
vided into following steps:

Steps:
1. Update the Raspberry Pi
2. Install TensorFlow
3. Install OpenCV
4. Compile and install Protobuf
5. Set up TensorFlow directory structure and the PYTHONPATH variable
6. Detecting objects
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1. Update the Raspberry Pi First, the Raspberry Pi needs to be fully
updated. Open a terminal and issue: sudo apt-get update sudo apt-get
dist-upgrade Depending on how long it’s been since you’ve updated your
Pi, the upgrade could take anywhere between a minute and an hour.

Fig 5.5 Upgrading Raspberry Pi

2. Install TensorFlow A pre-built, Rapsberry Pi-compatible wheel file
for installing the latest version of TensorFlow is available in the “Tensor-
Flow for ARM” GitHub repository. GitHub user lhelontra updates the
repository with pre-compiled installation packages each time a new Ten-
sorFlow is released.TensorFlow also needs the LibAtlas package.Also install
other libraries pillow, lxml, jupyter, matplotlib and cython.

3. Install Open-CV TensorFlow’s object detection examples typically
use matplotlib to display images, but I prefer to use Open-CV because it’s
easier to work with and less error prone.To get OpenCV working on the
Raspberry Pi, there’s quite a few dependencies that need to be installed
through apt-get before running the object detection in python.
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4. Compile and Install Protobuf The TensorFlow object detection API
uses Protobuf, a package that implements Google’s Protocol Buffer data
format.We have to compile it from source ourselves and then install it.

5. Set up TensorFlow Directory Structure and PYTHONPATH Vari-
able we need to modify the PYTHONPATH environment variable to point
at some directories inside the TensorFlow repository.We want PYTHON-
PATH to be set every time we open a terminal.

6. Detect Objects.

Fig 5.6 Object Detection using COCO database 1
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Fig 5.7 Object Detection using COCO database 2

Fig 5.8 Object Detection using COCO database 3
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5.2 Result

Fig 6.1 Object Detection of Playing Cards

The object is detection playing cards. It is detecting the Ace, King,
Queen, Jack and numbers from 2 to 10.We have applied 3 cases,1st we
put white background with 32cm distance between camera module and
ground,2nd we put black background with 32cm distance between camera
module and ground and 3rd we put black background with 24cm distance
between camera module and ground. We are getting 73.08% accuracy in
first case,59.62% accuracy in second case and 90.39% accuracy in third case.
As the ground and camera distance is increased the accuracy is decreased
because of smaller object on the frame.
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Some of the perfect matching are:

Fig 6.2 Right Prediction of Cards

Some of the wrong predictions are:

Fig 6.3 Wrong Prediction of Cards
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Cards Prediction Percentages in all cases :

Fig 6.4

Graph of Cards Prediction in all cases :

Fig 6.5
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Comparison between cards categories and all cases :

Fig 6.6

Prediction between all cases :

Fig 6.7
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Chapter 6

Conclusion & Future Scope

6.1 Conclusion

In this project, the predefine or defect product is removed from the
system using SSD model of object detection. The product defects are in the
form of unwanted object is extract by scanning the object and extracting
the information from the frames. Using case 3 we achieved 90.39% accuracy
and frame rate of 0.8 to 1.0 . This project is also successful in exploring
and implementing Multi-task learning to solve class problems of classifying
different card.

6.2 Future Scope

In order to improve the detection performance, it is imperative to replace
VGG by more effective networks, such as ResNet and DenseNet.Future
work will be focused on development and integration of how to improve
the inference speed of these deep backbones and to increase frame rate
per second for real time processing. In addition, there are still some false
and omissive detections in our visualized results. Future work will also
be focused on development and integration of multiple features from equal
area normalization descriptor to further strengthen it in terms of accuracy
and efficiency.
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