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ABSTRACT

Cardiovascular disease one of the lethal disease in the world.Around 17 million
people lost their life because of Cardiovascular disease.Particularly myocardial in-
fraction,also known as heart attack.Which lead to a necessity to stored the symptoms
and bad health habits which has the end result of cardio vascular disease.In order
to diagnosed the cardio vascular one has to go through various tests like ausculta-
tion,ECG,blood pressure,cholesterol and blood sugar.As the condition of the patient
becomes more and more critical the significantly increase in tests with respect to
time therefore prioritization of the tests became very important.Health habits lead
to the cardiovascular disease need to be recognised and certified precaution must be
taken.As data increasing day by day machine learning is an provocative and widely
increasing field which lead to the output in a short time for the large amount of
data.The objective of this project is to predict the heart disease using machine learn-
ing algorithm. From 100 percent of the data 70 percent will be used to trained and
30 percent will be tested.Classifiers like K-Nearest Neighbour and Support Vector
Machine(SVM) are used to train data.

Keywords: Python, Machine learning, Support vector machine (SVM), K-
Nearest Neighbors,Graphic User Interface(GUI).
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Heart Disease Prediction System Using Machine Learning

Chapter 1

Introduction

Provincially the rate of the heart disease is increasing day by day in the mankind.The
ultimate cause for this is the poor and over busy lifestyle of the people lack of ex-
ercise and activeness has been a great cause for the cardiovascular disease.Over the
years there is an drastic increase and which lead to the catastrophic like heart at-
tack.In our country india there are high chances that 6 out of 10 people suffered
from heart disease .Mortality rate of our country due to heart disease is 100,000
over the years and increasing significantly at an average of 5.6.Over an estimation
of 18 million death occurs due to cardiovascular disease worldwide and this number
is more in the middle income and low income countries.Stroke and heart attack are
the reason for over 80 percent of salvation.In india as the clock ticking the number
of cardiovascular cases are increasing which is over 30 million.Therefore for the
prevention more 2.5 lakh bypass surgeries are performed. . A matter of growing
concern is that the number of patients requiring coronary interventions has been ris-
ing at 20 to 30 percent for the past few years. People die because of heart disease
because of not knowing the symptoms or laziness some time Our project objective is
to predict the disease so that everybody knows their statues and little more cautious
about there health.In this paper we are going to discuss how can predicting the heart
disease using machine learning algorithm. for this we are using the various machine
learning algorithm like SVM and KNN. Data set which will be use is in taken from
kaggle. Kaggle consist of real data set which is used for research and development
process. after the processing of data is done. finally the result of both algorithm
is produce and according to the accuracy, sensitivity and efficiency it will predict
whether the person has heart disease or not.At last we will compare the accuracy’s
and tell which algorithm is best for prediction.

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 1
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Heart Disease Prediction System Using Machine Learning

Chapter 2

Literature Survey

2.1 Prediction of Cardiovascular Disease Using Machine Learn-
ing Algorithm

2.1.1 Summary

• Author’s: Dinesh Kumar G,Santhosh Kumar D,Arumugaraj K

In this paper in order to predict whether a person having a heart disease they
have suggested a prediction model which ultimately leads to awareness and
even diagnosis. In todays world due to the advancement in the technology there
is lots of data is generated lead to the effective and accurate prediction about
disease.UCI machine learning repository is used to obtain the dataset , for the
pre processing of the data technique like removal of the noise data,missing
data removal,default values filling and at the every level classification of the
attributes for decision making and prediction at various level.diagnosis of the
algorithm is done by using “classification,accuracy,sensitivity and specificity
analysis”. SVM(Support Vector Machine), Gradient boosting,Random for-
est,Naive Bayes classifier and logistic regression.In this paper[1] authors have
mentioned that they got best accuracy for Naive Bayes. They suggest the fu-
ture scope that the hybrid solutions of the algorithms in order to have a best
accuracy.

2.2 Cardiovascular Disease Prediction System using Genetic Al-
gorithm and Neural Network

2.2.1 Summary

• Author: Bhuvaneswari Amma N.G In this paper author has proposed a medical
system for the prediction of the cardiovascular disease .In this generic algorithm
and neural network advantages had been combined.For the complex classifica-
tion problem a feed forward multilayered neural network is applicable. Neural
networks weights is been determined using generic algorithm because in less

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 2
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iteration it finds the weight of good set.In this dataset is taken from University
of California .Repository of the machine learning is been used training and test-
ing .In which 303 instance of data of cardiovascular disease with 14 attribute
of class label.Prepossessing of the data is done 1st for suitable training pur-
pose.For training generic based neural network is used .In the weight based the
final weights are stored and used for predicting the risk of the disease.Final
result propose by the author is with an ultimate accuracy of 94.17

2.3 Classification and Prediction of atherosclerosis disease using
machine learning algorithm

2.3.1 Summary

• Author’s:Oumaima Terrada,Bouchaib Cherradi, Abdelhadi Raihani,Omar Bouat-
tane

In this paper author’s have used the patient clinical data for heart disease predic-
tion.They explained different Machine learning techniques such as K-medoids
and k-means clustering for classification, Artificial Neural Network (ANN) and
K-Nearest Neighbor (KNN) for prediction the presence and the absence of
Atherosclerosis disease.they used Cleveland Cardiovascular diseases database
which has 13 attribute for each patient. this data is separated into two train-
ing and testing data which occurs many performance evaluation in sensitivities,
specificity’s, accuracy, and MCC of the testing set contains 83 patients. This
gives an outcome of system reached accuracy around 96

2.4 Cardiovascular disease detection using a new ensemble clas-
sifier

2.4.1 Summary

• Author’s:Hamidreza Ashrafi Esfahani,Morteza Ghazanfari

In this paper,cardiovascular patient’s data taken from the UCI which is used for
discover pattern algorithms which includes Decision tree, Neural Networks,
Rough Set, SVM, Naive Bayes, and analyze their accuracy and prediction.To
increase the accuracy of these algorithms authors propose a hybrid algorithm.
where three classifier fused together which in this case neural network,Rough
Set and Naive Bayes have been combined. 303 patients datasets are evaluated
for ensemble classifier.The result shows accuracy of this fusion algorithm im-
proved upto 86.19

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 3

IR@AIKTC-KRRC

ir.aiktclibrary.org



Heart Disease Prediction System Using Machine Learning

2.5 Reasons to used SVM and KNN

• From above research papers we have concluded that the Support vectors ma-
chine (SVM) is best the algorithm for the classification purpose which handles
the dataset and separate them into various classes thus which lead to better
accuracy as compared to others.

• KNN is very simple for implementation.Robust with regard to the search space;for
instance,classes don’t have to be linearly separable.

• SVM works relatively well when there is clear margin of separation between
classes.It is more effective in high dimensional spaces.

• CLassifier can be updated online at very little cost as new instances with known
classes are presented.

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 4
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Heart Disease Prediction System Using Machine Learning

Chapter 3

Basic Concept

System is use to predict the heart disease so we are using machine learning algo-
rithms like SVM and KNN to predict.We gathered the data to train the algorithm and
studies the human heart system how it affect our body what symptoms it creates.

3.1 Classifier’s

Classification may be defined as the process of predicting class or category from
observed values or given data points. The categorized output can have the form such
as “Black” or “White” or “spam” or “no spam”. Mathematically, classification is
the task of approximating a mapping function (f) from input variables (X) to output
variables (Y). It is basically belongs to the supervised machine learning in which
targets are also provided along with the input data set. In our project we will use
three classifiers are following.

• Support vector machine (SVM).

• K-nearest neighbor(K-NN)

3.1.1 Support Vector Machine(SVM)

A SVM performs classification by finding the hyper plane that maximise the mar-
gin between two classes. The vectors that define the hyper plane are the support
vectors. Steps for Calculation of Hyperplane.

• .Set up training data.

• Set up SVM parameter.

• Train the SVM.

• Region classified by the SVM.

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 5
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Usage of the SVM for data set classification has its own advantages and disadvan-
tages. Medical data set can be nonlinear of high dimensional by observing proper-
ties. It is clear that SVM would be one of the favourite choices for classification.
Some of the advantage to select the SVM for classification choice.

Figure 3.1: SVM Flowchart

Figure 3.2: SVM Hyperplane

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 6
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• Firstly regularization parameters which avoid problem of over fitting which one
of the major challenges is in decision tree..

• Kernel tree is used to avoid the expert knowledge through the knowledge of
kernel.

• SVM is an efficient method because it utilize convex optimisation problem
(COP) which mean it has doesn’t local minima.

• Error rated is tested which provide a greater support after miss classification
of dataset.All the above features could be useful for medical diagnose dataset
which is resulting in building more efficient predication system for the doctor.
It doesn’t mean it has all good side .coin has always two side on the other side
it has best feature removal of over fitting problem is quite sensitive and it need
optimizing parameter flaw in optimisation may result in error and may cause
over fitting. .

3.1.2 K-Nearest Neighbor(KNN)

KNN is slow supervised learning algorithm, it take more time to get trained clas-
sification like other algorithm is divided into two step training from data and testing
it on new instance . The K Nearest Neighbour working principle is based on assign-
ment of weight to the each data point which is called as neighbour. in K Nearest
Neighbour distance is calculate for training dataset for each of the K Nearest data
points now classification is done on basis of majority of votes there are three types
of distances need to be measured in KNN Euclidian, Manhattan, Minkowski dis-
tance in which Euclidian will be consider most one the following formula is used to
calculate their distance.

Figure 3.3: Distance Function

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 7
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Figure 3.4: KNN Flow Chart

• Start

• Intialize the algorithm and define a suitable value of k

• Finding the distance from input data to the each sample value of training data

• Arranging the distance value in desending order

• Taking the top k defined value as k- nearest neighbour

• Finding which class has a majority in the that top k nearest neighbour

• Defining the input signal to that majority class.

• End

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 8
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Figure 3.5: KNN Plot

Grouping of sample is based on super class in the KNN reduction of sample is
the result of proper grouping which is used for further training. Selection of k value
plays a pivotal role, if the k value is large then it precise and less noisy.The algorithm
for KNN is defifined in the steps given below

• D represents the samples used in the training and k denotes the number of
nearest neighbour.

• Create super class for each sample class

• Compute Euclidian distance for every training sample

• Based on majority of class in neighbour, classify the sample

3.2 Python

Python is an interpreted, object-oriented, high-level programming language with
dynamic semantics.Its high-level built in data structures, combined with dynamic
typing and dynamic binding, make it very attractive for Rapid Application Develop-
ment, as well as for use as a scripting or glue language to connect existing compo-
nents together.

Reason to use python

• Pandas-Pandas is a library which is used to create a new type of data structure
which is called as data frames.We can visualize it as a excel sheet with multiple

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai 9
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rows and ,multiple column.

• NumPy-NumPy is a library in which consist of multi-dimensional array and
matrix data structure.It is used to perform a number of mathematical operations
on arrays.Pandas is heavily rely on NumPy.

• Simple Syntax.

• Easily Understandable.

• Extensive Support Libraries.

• Integration Feature.

3.2.1 Jupyter

Jupyter is a free and open-source software library for dataflow and differentiable
programming across a range of tasks. It is a symbolic math library, and is also used
for machine learning applications such as neural networks

Reason to use Jupyter

• The Jupyter can work for multifarious perceptual and language understand-
ing tasks and to conduct complicated research on Machine Learning and Deep
Neural Networks.

• It performs numerical computations through data flow graphs.

• Jupyter is highly parallel and designed to use various backends software .

• Scalability.

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai10
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Chapter 4

Proposed Algorithm

4.1 System Flow Chart

Figure 4.1: Flow Chart

• START.

• Dataset: The dataset contains the details of the patients.

• Data pre-processing :Converting the raw data into the suitable form that can be
easily feed to the algorithm for prediction.

• Divide the data between training and testing in our system we have divided in
70 percent for training and 3 percent for testing.

• Used 2 different algorithm for heart disease prediction system. Support vector
machine (SVM) K-Nearest Neighbour (KNN).

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai11
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• Train the algorithm:Train the both algorithm for the heart disease prediction
system.

• Test the algorithm:Testing the result of both the algorithms.

• Evaluate the model: Evaluate both the algorithm and calculate the accuracy for
both algorithms.

• Model comparing: Comparing accuracy’s of both the algorithms and conclud-
ing which algorithm are accurate and gives best result.

• END.

4.2 System Architecture Design

Figure 4.2: System Architecture

• Attributes will be taken as an input which will be pre-processed.Data pre-
processing uses techniques like the removal of noisy data,removal of missing
data,filling default values if applicable and classification of attributes for pre-
diction and decision making.

• After pre-processing it will move towards heart disease Detection Engine. Here,
it will extract the features from then dataset according to that heart disease will
be predicted and provide an awareness or diagnosis on that.

• If heart disease is predicted then a system alert will be generated.

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai12
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4.2.1 Data set

The dataset used here for predicting heart disease take online from the kaggle.
Kaggle is an online community of data scientists and machine learners, owned by
Google LLC. Kaggle allows users to find and publish data sets, explore and build
models in a web-based data-science environment, work with other data scientists
and machine learning engineers, . The dataset used here is real dataset. The dataset
consists of 214 instance of data with the appropriate 14 clinical parameters. The
clinical parameter of dataset is about tests which are taken related to the heart disease
as like blood pressure level, chest pain type, electrocardiographic result and etc.

4.2.2 Attributes

Selection Attribute selection even more important when the number of attributes
are very large. You need not use every feature at your disposal for creating an al-
gorithm. You can assist your algorithm by feeding in only those attributes that are
really important. Importance of attribute selection are following:

• It enables the machine learning algorithm to train faster.

• It reduces the complexity of a model and makes it easier to interpret.

• It improves the accuracy of a model if the right subset is chosen.

As we take the dataset online from the kaggle. This dataset contains 76 attributes,
but all publish experiments refer to using a subset of 14 of them. In particular, the
Cleveland database is the only one that has been used by ML researchers to this date.
The ”goal” field refers to the presence of heart disease in the patient.

Attributes Information

• Age.

• Sex.

• Chest pain type (4 values).

• Resting blood pressure.

• Serum cholesterol in mg/dl.

• Fasting blood sugar ¿ 120 mg/dl.

• Resting electrocardiography results (values 0,1,2).

• Maximum heart rate achieved.

• Exercise induced angina.
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• Oldpeak = ST depression induced by exercise relative to rest.

• The slope of the peak exercise ST segment.

• Number of major vessels (0-3) colored by flourosopy thal: 3 = normal; 6 =
fixed defect; 7 = reversable defect.The names and social security numbers of the
patients were recently removed from the database,replaced with dummy values.
One file has been ”processed”, that one containing the Cleveland database.

Data processing

After selecting the raw data for ML training, the most important task is data pre-
processing. In broad sense, data pre-processing will convert the selected data into a
form we can work with or can feed to ML algorithms. We always need to pre-process
our data so that it can be as per the expectation of machine learning algorithm We
have the following data pre-processing techniques that can be applied on data set to
produce data for ML algorithms.

Data Visualisation

Figure 4.3: Data Visualization Based On Attributes

The data visualisation is the representation of data in graphical format.It represent
the relationship among the different data so that it become easy for the user to ob-
served.Above figure shows the scatter plot of different attribute’s of data set. Scatter
plot is used to represent typical two variable in an graphical format.
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4.3 Implementation

4.3.1 Importing all required librarires

1 # IMPORTS ALL LIBRARIES
2 from t k i n t e r i m p o r t ∗
3 from t k i n t e r . t t k i m p o r t Combobox
4 i m p o r t t k i n t e r . messagebox as tmsg
5 i m p o r t pandas as pd
6 i m p o r t m a t p l o t l i b . p y p l o t a s p l t
7 from m a t p l o t l i b i m p o r t r cPa rams
8 from m a t p l o t l i b . cm i m p o r t ra inbow
9 # % m a t p l o t l i b i n l i n e

10 from s k l e a r n . m o d e l s e l e c t i o n i m p o r t t r a i n t e s t s p l i t
11 from s k l e a r n . p r e p r o c e s s i n g i m p o r t S t a n d a r d S c a l e r
12 i m p o r t w a r n i n g s
13 from s k l e a r n . n e i g h b o r s i m p o r t K Ne ighbor s C l a s s i f i e r
14 from s k l e a r n . svm i m p o r t SVC

4.4 Dataset Loading and Reading

We download the data set from the kaggle and save into project directory.python
can not read the data in the tables form so first convert the data into CVS(comma
separated value) form.after this data are loaded.

1 d a t a s e t = pd . r e a d c s v ( ’ d a t a s e t . c sv ’ )
2 d a t a s e t . i n f o ( )

4.5 Split data for training and testing

Next step are splitting data for training and testing.We are divide our data into 70
percent for training and 30 present for testing.

1 y = d a t a s e t [ ’ t a r g e t ’ ]
2 X = d a t a s e t . d rop ( [ ’ t a r g e t ’ ] , a x i s =1)
3 X t r a i n , X t e s t , y t r a i n , y t e s t = t r a i n t e s t s p l i t (X, y , t e s t s i z e = 0 . 3 ,

r a n d o m s t a t e =120)

4.6 Fitting SVM Algorithm

1 s v c c l a s s i f i e r = SVC( k e r n e l =” l i n e a r ” , gamma=” a u t o ” )
2 s v c c l a s s i f i e r . f i t ( X t r a i n , y t r a i n )
3 s v c c l a s s i f i e r . s c o r e ( X t e s t , y t e s t )
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4.7 Evaluation of SVM

1 s v c c l a s s i f i e r . s c o r e ( X t e s t , y t e s t )
2 cd = s v c c l a s s i f i e r . p r e d i c t ( X t e s t )
3 ab = s v c c l a s s i f i e r . s c o r e ( X t e s t , y t e s t ) ∗ 100
4 P r i n t ( cd )
5 p r i n t ( ab , ” i s t h e t o t a l a c c u r a c c y o f svm a l g o r i t h m ” )

4.8 Fitting KNN Algorithm

1 k n n s c o r e s = [ ]
2 k n n c l a s s i f i e r = K N e i g h b o r s C l a s s i f i e r ( n n e i g h b o r s =13)
3 k n n c l a s s i f i e r . f i t ( X t r a i n , y t r a i n )

4.9 Evaluation of KNN

1 k n n c l a s s i f i e r . s c o r e ( X t e s t , y t e s t )
2 dd = k n n c l a s s i f i e r . p r e d i c t ( X t e s t )
3 PP = k n n c l a s s i f i e r . s c o r e ( X t e s t , y t e s t ) ∗ 100
4 p r i n t ( dd )
5 P r i n t ( pp , ” i s t h e t o t a l a c c u r a c c y of KNN a l g o r i t h m ” )

• Full code with GUI designing

1 # IMPORTS ALL LIBRARIES
2 from t k i n t e r i m p o r t ∗
3 from t k i n t e r . t t k i m p o r t Combobox
4 i m p o r t t k i n t e r . messagebox as tmsg
5 i m p o r t pandas as pd
6 i m p o r t m a t p l o t l i b . p y p l o t a s p l t
7 from m a t p l o t l i b i m p o r t r cPa rams
8 from m a t p l o t l i b . cm i m p o r t ra inbow
9 # % m a t p l o t l i b i n l i n e

10 from s k l e a r n . m o d e l s e l e c t i o n i m p o r t t r a i n t e s t s p l i t
11 from s k l e a r n . p r e p r o c e s s i n g i m p o r t S t a n d a r d S c a l e r
12 i m p o r t w a r n i n g s
13 from s k l e a r n . n e i g h b o r s i m p o r t K N e i g h b o r s C l a s s i f i e r
14 from s k l e a r n . svm i m p o r t SVC
15

16

17

18 d e f sum ( ) :
19 aa = a g e v a l u e . g e t ( )
20 bb= g e n d e r . g e t ( )
21 cc = c h e s p a i n . g e t ( )
22 ddd = r e s t i n g b l o o d p . g e t ( )
23 f f = s u g a r . g e t ( )
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24 gg = ecg . g e t ( )
25 hh = m a x h e a r t r a t e . g e t ( )
26 i i = a n g i n a . g e t ( )
27 j j = s l o p e . g e t ( )
28 kk = ca . g e t ( )
29 l l = t h a l . g e t ( )
30 mm= o l d p e a k . g e t ( )
31 nn= c h o l v a l u e . g e t ( )
32

33 COU=0
34

35 i f bb==”MALE” :
36 bb=1
37 e l i f bb==”FEMALE” :
38 bb=0
39 e l s e :
40 COU=1+COU
41 i f COU==1:
42 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

GENDER OR YOU ENTER SOMETHING WRONG ”
43 ” IN THE GENDER. \n PLEASE CHECK

IT AND REENTER THE CORRECT
VALUE ” )

44 i f cc ==”TYPICAL ANGINA” :
45 cc =0
46 e l i f cc ==”ATYPICAL ANGINA” :
47 cc =1
48 e l i f cc ==”NON−ANGINA PAIN” :
49 cc =2
50 e l i f cc ==”ASYMPTOMATIC” :
51 cc =3
52 e l s e :
53 COU=1+COU
54 i f COU==1:
55 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

CHEST PAIN TYPE OR YOU ENTER SOMETHING WRONG”
56 ” IN THE CHEST PAIN TYPE . \n

PLEASE CHECK IT AND REENTER
THE CORRECT VALUE ” )

57 i f f f ==”GREATER THAN 120mg / d l ” :
58 f f =1
59 e l i f f f ==”LESS THAN 120mg / d l ” :
60 f f =0
61 e l s e :
62 COU = 1 + COU
63 i f COU == 1 :
64 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

FASTING BLOOD SUGAR OR YOU ENTER SOMETHING WRONG”
65 ” IN THE FASTING BLOOD SUGAR. \n PLEASE CHECK IT AND REENTER THE

CORRECT VALUE ” )
66 i f gg==”0=NORMAL” :
67 gg=0
68 e l i f gg==”1=ST−T WAVE ABNORMALY” :
69 gg=1
70 e l i f gg == ”2=DEFINITE LEFT VENTRICULAR HYPERTROPHY BY ESTES” :
71 gg=2
72 e l s e :
73 COU = 1 + COU
74 i f COU == 1 :
75 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

ELECTROCARDIOGRAPHIC RESULT OR YOU ENTER SOMETHING WR”
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76 ”ONG IN THE
ELECTROCARDIOGRAPHIC RESULT
. \n PLEASE CHECK IT AND
REENTER THE CORRECT VALUE ”
)

77 i f i i ==”YES” :
78 i i =1
79 e l i f i i ==”NO” :
80 i i =0
81 e l s e :
82 COU = 1 + COU
83 i f COU == 1 :
84 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

EXERCIECE INDUCE ANGINA OR YOU ENTER SOMETHING WRONG”
85 ” IN THE EXERCIECE INDUCE ANGINA . \n PLEASE CHECK IT AND REENTER THE

CORRECT VALUE ” )
86 i f j j ==”UPSLOPING” :
87 j j =0
88 e l i f j j ==”FLAT” :
89 j j =1
90 e l i f j j ==”DOWNSLOPING” :
91 j j =2
92 e l s e :
93 COU=1+COU
94 i f COU==1:
95 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

SLOPE OR YOU ENTER SOMETHING WRONG ”
96 ” IN THE SLOPE . \n PLEASE CHECK

IT AND REENTER THE CORRECT
VALUE ” )

97

98 i f kk== ” 0 ” :
99 kk=0

100 e l i f kk== ” 1 ” :
101 kk =1
102 e l i f kk== ” 2 ” :
103 kk=2
104 e l i f kk== ” 3 ” :
105 kk=3
106 e l s e :
107 COU = 1 + COU
108 i f COU == 1 :
109 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

CA OR YOU ENTER SOMETHING WRONG ”
110 ” IN THE CA. \n PLEASE CHECK IT

AND REENTER THE CORRECT
VALUE ” )

111

112 i f l l ==”NORMAL” :
113 l l =1
114 e l i f l l ==”FIXED DEFECT” :
115 l l =2
116 e l i f l l ==”REVERSABLE DEFECT” :
117 l l =3
118 e l s e :
119 COU = 1 + COU
120 i f COU == 1 :
121 tmsg . showinfo ( t i t l e =”ERROR” , message=”YOU DOESNT ENTER ANY THING IN

THAL OR YOU ENTER SOMETHING WRONG ”
122 ” IN THE THAL. \n PLEASE CHECK

IT AND REENTER THE CORRECT
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VALUE ” )
123

124 d a t a s e t = pd . r e a d c s v ( ’ d a t a s e t . c sv ’ )
125 d a t a s e t . i n f o ( )
126 new = [ [ aa , bb , cc , ddd , nn , f f , gg , hh , i i ,mm, j j , kk , l l ] ]
127 y = d a t a s e t [ ’ t a r g e t ’ ]
128 X = d a t a s e t . d rop ( [ ’ t a r g e t ’ ] , a x i s =1)
129 X t r a i n , X t e s t , y t r a i n , y t e s t = t r a i n t e s t s p l i t (X, y , t e s t s i z e = 0 . 3 ,

r a n d o m s t a t e =120)
130

131 # SVM ALGORITHM
132

133 s v c c l a s s i f i e r = SVC( k e r n e l =” l i n e a r ” , gamma=” a u t o ” )
134 s v c c l a s s i f i e r . f i t ( X t r a i n , y t r a i n )
135 s v c c l a s s i f i e r . s c o r e ( X t e s t , y t e s t )
136 cd = s v c c l a s s i f i e r . p r e d i c t ( X t e s t )
137 ab = s v c c l a s s i f i e r . s c o r e ( X t e s t , y t e s t ) ∗ 100
138 p r i n t ( ab , ” i s t h e t o t a l a c c u r a c c y o f svm a l g o r i t h m ” )
139 p r e = s v c c l a s s i f i e r . p r e d i c t ( new )
140 p r i n t ( p r e )
141 i f p r e == 1 :
142 SVMOP=”YOU WILL HAVE HEART DISEASE”
143 e l i f p r e == 0 :
144 SVMOP=”YOU WILL NOT HAVE HEART DISEASE”
145

146 # KNN ALGORITHM
147

148 k n n s c o r e s = [ ]
149 k n n c l a s s i f i e r = K N e i g h b o r s C l a s s i f i e r ( n n e i g h b o r s =13)
150 k n n c l a s s i f i e r . f i t ( X t r a i n , y t r a i n )
151 k n n c l a s s i f i e r . s c o r e ( X t e s t , y t e s t )
152 dd = k n n c l a s s i f i e r . p r e d i c t ( X t e s t )
153 pr1 = k n n c l a s s i f i e r . p r e d i c t ( new )
154 PP = k n n c l a s s i f i e r . s c o r e ( X t e s t , y t e s t ) ∗ 100
155 p r i n t ( p r1 )
156 i f p r1 == 1 :
157 my=”YOU WILL HAVE HEART DISEASE”
158 e l i f p r1 == 0 :
159 my = ”YOU WILL NOT HAVE HEART DISEASE”
160

161 p r i n t (SVMOP, my)
162

163

164 aa aa = tmsg . showinfo ( t i t l e =” r e s u l t y ” , message= f ”HELLO {NAMEL. g e t ( ) }
WELECOME TO THE HEART DISEASE PREDICTION SYSYTEM.\ n WORKING OF THIS
SYSTEMARE BASED ON TWO ALGORITHMS 1)SVM 2)KNN. ”

165 f ”\nTHIS TWO SYSTEM HAS DIFFRENT ACCURACY.\nSVM ACCURACCY IS { ab} and ACCURACY
OF KNN IS {PP } .\nRESULT ARE BASED ON THIS TWO ALGORITHMS ARE FOLLOWING\n

”
166 f ”ACCORDING TO SVM ALGORITHM{SVMOP}\nACCORDING TO KNN ALGORITHM {my} ” )
167

168 i f a aa a == ” ok ” :
169 r e s e t ( )
170

171 #RESET FUNCTION
172 d e f r e s e t ( ) :
173 m a x h e a r t r a t e . s e t ( ” ” )
174 c h o l v a l u e . s e t ( ” ” )
175 r e s t i n g b l o o d p . s e t ( ” ” )
176 a g e v a l u e . s e t ( ” ” )
177 o l d p e a k . s e t ( ” ” )
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178 g e n d e r . s e t ( ” ” )
179 c h e s p a i n . s e t ( ” ” )
180 s u g a r . s e t ( ” ” )
181 ecg . s e t ( ” ” )
182 a n g i n a . s e t ( ” ” )
183 s l o p e . s e t ( ” ” )
184 ca . s e t ( ” ” )
185 t h a l . s e t ( ” ” )
186 m a x h e a r t r a t e . s e t ( 0 )
187 c h o l v a l u e . s e t ( 0 )
188 r e s t i n g b l o o d p . s e t ( 0 )
189 a g e v a l u e . s e t ( 0 )
190 o l d p e a k . s e t ( 0 )
191

192 #GUI DESIGNING
193

194 from PIL i m p o r t Image , ImageTk
195 r o o t =Tk ( )
196 r o o t . geomet ry ( ” 1350 x900 +0+0 ” )
197 r o o t . maxs ize ( 1 3 5 0 , 9 0 0 )
198 r o o t . m i n s i z e ( 3 0 0 , 3 0 0 )
199 r o o t . c o n f i g u r e ( background = ’RED ’ )
200 meme=Frame ( r o o t , w id th =1350 , h e i g h t =50 , bg=” r e d ” )
201 Labe l ( meme , t e x t =”HEART DISEASE PREDICTION SYSTEM” , f o n t =( ’ a r i a l ’ , 4 4 , ’ b o ld ’ ) , bg=”

w h i t e ” , fg =” b l a c k ” ) . g r i d ( padx =100)
202 meme . g r i d ( pady = ( 1 0 , 0 ) , padx =15)
203

204 teme=Frame ( r o o t , w id th =1550 , h e i g h t =30 , bg=” r e d ” )
205 Labe l ( teme , t e x t =”ENTER NAME” , f o n t =( ’ a r i a l ’ , 1 8 , ’ b o ld ’ ) , bg=” w h i t e ” , r e l i e f =SUNKEN,

bd =5) . g r i d ( padx = ( 3 0 , 0 ) )
206 NAMEL= S t r i n g V a r ( )
207 E n t r y ( teme , t e x t v a r i a b l e =NAMEL, bd =10 , f o n t = ( 5 0 ) ) . g r i d ( row =0 , column =1 , padx = ( 3 0 , 0 ) )
208

209 teme . g r i d ( pady =10)
210

211

212 image=Image . open ( ” y . j p g ” )
213 pho to =ImageTk . PhotoImage ( image )
214 ab= Labe l ( r o o t , image= pho to )
215 ab . p l a c e ( x =10 , y =160 , r e l w i d t h =1 , r e l h e i g h t =1)
216 ab . image= pho to
217 a g e l = Labe l ( ab , t e x t =”AGE. ” , f o n t =( ” a r i a l ”

, 1 8 , ” b o l d ” ) , bd =5 , r e l i e f =SUNKEN, bg= ’ w h i t e ’ ) . g r i d ( row =0 , column =0 , padx = ( 1 0 0 , 0 ) ,
pady = ( 1 0 , 0 ) )

218 g e n d e r l = Labe l ( ab , t e x t =”GENDER. ” , f o n t =( ” a r i a l
” , 1 8 , ” bo l d ” ) , bd =5 , r e l i e f =SUNKEN, bg= ’ w h i t e ’ ) . g r i d ( row =0 , column =3 , padx = ( 4 0 , 0 ) ,
pady = ( 1 0 , 0 ) )

219 c p l = Labe l ( ab , t e x t =”CHEST PAIN . ” , f o n t =( ” a r i a l ” , 1 8 , ” bo ld
” ) , bd =5 , r e l i e f =SUNKEN, bg= ’ w h i t e ’ ) . g r i d ( row =1 , column =0 , padx = ( 1 0 0 , 0 ) , pady
= ( 1 0 , 0 ) )

220 r b p l = Labe l ( ab , t e x t =”RASTING BLOOD PRESSURE . ” , f o n t =( ” a r i a l ” , 1 8 , ” bo ld ” ) , bd =5 ,
r e l i e f =SUNKEN, bg= ’ w h i t e ’ ) . g r i d ( row =1 , column =3 , padx = ( 4 0 , 0 ) , pady = ( 1 0 , 0 ) )

221 c h o l l = Labe l ( ab , t e x t =”CHOLESTROL . ” , bg= ’ w h i t e ’ , f o n t =( ” a r i a l
” , 1 8 , ” bo l d ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =2 , column =0 , padx = ( 1 0 0 , 0 ) , pady
= ( 1 0 , 0 ) )

222 f b s l = Labe l ( ab , t e x t =”FASTING BLOOD SUGAR. ” , bg= ’ w h i t e ’ , f o n t =( ” a r i a l ” , 1 8 , ”
bo ld ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =2 , column =3 , padx = ( 4 0 , 0 ) , pady = ( 1 0 , 0 ) )

223 e c g l = Labe l ( ab , t e x t =”ELECTROCARDIOGRPHIC \n RESULT . ” , bg= ’ w h i t e ’ , f o n t =( ” a r i a l ”
, 1 8 , ” b o l d ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =3 , column =0 , padx = ( 1 0 0 , 0 ) , pady = ( 1 0 , 0 )
)

224 maxhr l = Labe l ( ab , t e x t =”MAXIMUM HEART RATE . ” , bg= ’ w h i t e ’ , f o n t =( ” a r i a l ”
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, 1 8 , ” b o l d ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =3 , column =3 , padx = ( 4 0 , 0 ) , pady = ( 1 0 , 0 ) )
225 a n g i n a l = Labe l ( ab , t e x t =”EXERCIECE INDUCED \n ANGINA . ” , bg= ’ w h i t e ’ , f o n t =( ”

a r i a l ” , 1 8 , ” bo ld ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =4 , column =0 , padx = ( 1 0 0 , 0 ) , pady
= ( 1 0 , 0 ) )

226 o l d p e a k l = Labe l ( ab , t e x t =”OLD PEAK ” , bg= ’ w h i t e ’ ,
f o n t =( ” a r i a l ” , 1 8 , ” bo ld ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =4 , column =3 , padx = ( 4 0 , 0 )
, pady = ( 1 0 , 0 ) )

227 s l o p e l = Labe l ( ab , t e x t =”SLOPE . ” , bg= ’ w h i t e ’ , f o n t
=( ” a r i a l ” , 1 8 , ” b o l d ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =5 , column =0 , padx = ( 1 0 0 , 0 ) ,
pady = ( 1 0 , 0 ) )

228 c a l = Labe l ( ab , t e x t =”CA ” , bg= ’ w h i t e ’ ,
f o n t =( ” a r i a l ” , 1 8 , ” bo ld ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =5 , column =3 , padx = ( 4 0 , 0 )
, pady = ( 1 0 , 0 ) )

229 t h a l l = Labe l ( ab , t e x t =”THAL. ” , bg= ’ w h i t e ’ , f o n t
=( ” a r i a l ” , 1 8 , ” b o l d ” ) , bd =5 , r e l i e f =SUNKEN) . g r i d ( row =6 , column =0 , padx = ( 1 0 0 , 0 ) ,
pady = ( 1 0 , 0 ) )

230

231 o l d p e a k = I n t V a r ( )
232 m a x h e a r t r a t e = I n t V a r ( )
233 c h o l v a l u e = I n t V a r ( )
234 r e s t i n g b l o o d p = I n t V a r ( )
235 a g e v a l u e = S t r i n g V a r ( )
236 age= E n t r y ( ab , t e x t v a r i a b l e = ag e va lu e , bd =2 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) , w id th =15) .

g r i d ( row =0 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
237 g e n d e r t y p e = [ ”MALE” , ”FEMALE” ]
238 g e n d e r = Combobox ( ab , v a l u e s = g e n d e r t y p e , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ b o ld ’ ) )
239 g e n d e r . g r i d ( row =0 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
240 c p t y p e =[ ”TYPICAL ANGINA” , ”ATYPICAL ANGINA” , ”NON−ANGINA PAIN” , ”ASYMPTOMATIC” ]
241 c h e s p a i n =Combobox ( ab , v a l u e s = cp type , wid th =14 , f o n t =( ’ a r i a l ’ , 1 7 , ’ b o ld ’ ) )
242 c h e s p a i n . g r i d ( row =1 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
243 rbp = E n t r y ( ab , t e x t v a r i a b l e = r e s t i n g b l o o d p , bd =2 , f o n t =( ’ a r i a l ’ , 17 , ’ b o ld ’ ) , w id th

=15) . g r i d ( row =1 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
244 c h o l = E n t r y ( ab , t e x t v a r i a b l e = c h o l v a l u e , bd =2 , f o n t =( ’ a r i a l ’ , 17 , ’ b o ld ’ ) , w id th =15) .

g r i d ( row =2 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
245 f a s t i n g s u g a r t y p e = [ ”GREATER THAN 120mg / d l ” , ”LESS THAN 120mg / d l ” ]
246 s u g a r = Combobox ( ab , v a l u e s = f a s t i n g s u g a r t y p e , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld

’ ) )
247 s u g a r . g r i d ( row =2 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
248 e c g t y p e = [ ”0=NORMAL” , ”1=ST−T WAVE ABNORMALY” , ”2=DEFINITE LEFT VENTRICULAR

HYPERTROPHY BY ESTES” ]
249 ecg = Combobox ( ab , v a l u e s = ecg type , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) )
250 ecg . g r i d ( row =3 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
251 maxhea r t = E n t r y ( ab , t e x t v a r i a b l e = m a x h e a r t r a t e , bd =2 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) ,

w id th =15) . g r i d ( row =3 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
252 a n g i n a t y p e = [ ”YES” , ”NO” ]
253 a n g i n a = Combobox ( ab , v a l u e s = a n g i n a t y p e , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) )
254 a n g i n a . g r i d ( row =4 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
255 o l d p e a c k = E n t r y ( ab , t e x t v a r i a b l e = oldpeak , bd =2 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) , w id th =15)

. g r i d ( row =4 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
256 s l o p e t y p e = [ ”UPSLOPING” , ”FLAT” , ”DOWNSLOPING” ]
257 s l o p e = Combobox ( ab , v a l u e s = s l o p e t y p e , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) )
258 s l o p e . g r i d ( row =5 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
259 c a t y p e = [ ” 0 ” , ” 1 ” , ” 2 ” , ” 3 ” ]
260 ca = Combobox ( ab , v a l u e s = ca type , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) )
261 ca . g r i d ( row =5 , column =4 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
262 t h a l t y p e = [ ”NORMAL” , ”FIXED DEFECT” , ”REVERSABLE DEFECT” ]
263 t h a l = Combobox ( ab , v a l u e s = t h a l t y p e , wid th =14 , f o n t =( ’ a r i a l ’ , 17 , ’ bo ld ’ ) )
264 t h a l . g r i d ( row =6 , column =1 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
265 Bu t t o n ( ab , t e x t =”RESET” , bd =10 , f o n t =( ’ a r i a l ’ , 1 5 , ’ bo ld ’ ) , command= r e s e t , bg=” r e d ” ) .

g r i d ( row =6 , column =3 , pady = ( 1 0 , 0 ) , padx = ( 1 0 , 0 ) )
266
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267 Bu t t o n ( r o o t , t e x t =”SUBMIT” , command=sum , bd =20 , f o n t =( ’ a r i a l ’ , 2 0 , ’ bo ld ’ ) , bg=” r e d ” ,
fg =” w h i t e ” ) . g r i d ( row =30 , column =0 , pady =450)

268 m a x h e a r t r a t e . s e t ( 0 )
269 c h o l v a l u e . s e t ( 0 )
270 r e s t i n g b l o o d p . s e t ( 0 )
271 a g e v a l u e . s e t ( 0 )
272 o l d p e a k . s e t ( 0 )
273 r o o t . main loop ( )

Department of Electronics and Telecommuniction Engineering, AIKTC, New Panvel, Navi Mumbai22

IR@AIKTC-KRRC

ir.aiktclibrary.org



Heart Disease Prediction System Using Machine Learning

Chapter 5

Result and Discussion

Everything which is devloped should get tested, because if developed system has
some error that may cost user’s lives.System testing is process of checking if fully
developed system are working as per user requirement or not.As we already divided
our data to 70percent for training and 30 percent testing process,now the 30 per-
cent testing data are used here for the testing purpose.using that 30 percent data
we checked our system accuracy for both SVM and KNN algorithm.The maximum
accuracy generated by the algorithms are shows maximum chances of predicting a
cardiovascular disease correctly.

5.1 Accuracy Measurement

The module predicts the accuracy by using machine learning algorithms. This
module takes the maximum accuracy generated by the algorithms which predict
the maximum chances of getting a cardiovascular disease. In this, each algorithm
provides different accuracy rate for taken attributes which is the cause of the cardio-
vascular disease. You can calculate the accuracy of your model after generating the
confusion matrix.

5.1.1 Confusion Matrix

By generating the confusion matrix we can find the accuracy of the system by ap-
plying the formula of accuracy. The formal of accuracy is given below:
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Figure 5.1: Confusion Matrix

5.2 Accuracy of SVM:

Figure 5.2: SVM accuracy
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As shown in abow figure we genrated the canfusion matrix of svm algorithm
using confusion matrix librarry of sklearn.matrix,and after this we put all the values
in the accuracy’s formula. Using accuracy”s formula we get the accuracy of the svm
algorthm which is 89.03 percent that means our svm algorithm gives 89.03 percent
correct prediction.

SVM

Table 5.1: SVM Confusion Matrix

N=91 Prediction No Prediction Yes
Actual No 33 4
Actual Yes 6 48

The Accuracy of Support Vector Machine is 89.01 Percent

5.3 Accuracy of KNN Algorithm:

Figure 5.3: KNN accuracy

Similarly here we generated KNN confusion matrix using confusion matrix li-
brary of sklearn.matrix.after this we put all the values in the accuracy’s formula.
Using accuracy”s formula we get the accuracy of the KNN algorithm which is is
73.62 percent that means our SVM algorithm gives 73.62 percent correct prediction.
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KNN

Table 5.2: KNN Confusion Matrix

N=91 Prediction No Prediction Yes
Actual No 25 12
Actual Yes 12 42

The Accuracy of K-Nearest Neighbors is 73.62 Percent

5.4 Comparison of SVM and KNN Algorithm:

Figure 5.4: Bar plot of confusion matrix parameter

Another aim of our project is comparing the two algorithm SVM and KNN and
finding which algorithm are better foe cardiovascular disease prediction.Above fig-
ure shows the bar plot of the different parameters of the confusion matrix.In this
we compare the SVM KNN parameters. Blue bar represent the SVM and red bar
represent KNN.
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Figure 5.5: Bar plot of SVM and KNN accuracies

Above figure represent the bar plot of accurisies of SVM and KNN.In this value
represent by bar of SVM is 0.88 and value represent by bar of KNN is 0.73.So, we
can clearly see the accuracy of SVM is much higher than KNN.

5.5 GUI interface

Figure 5.6: GUI interface
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5.6 Attributes Entering

Figure 5.7: Attributes Entering

5.7 Predicted Result

Figure 5.8: Predicted result
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Chapter 6

Conclusion and Future Scope

6.1 Conclusion

• Most of the data in today’s era’s are stored in computers and they are not prop-
erly used. Analysation of this data can lead to proper utilization of it .This area
is been densely increase in the term of research and facilities.

• Basic aim of this project is to create a machine learning algorithm which can
predicts the heart disease using software.

• It will be a user friendly and easy to used software that an non medical person
can used easily and saving time for people

6.2 Future Plan

• Future work includes the hybridisation of different algorithm which can lead
to a better performance and very good and wide selection of the features and
attributes for the advancement in the medical field.

• Making more user friendly system so it will be more easy to operate by com-
mon person.
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